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Abstract: This research paper presents a novel method for the identification of some object in a video using the 

distinctive invariant features from images. This method uses reliable matching between different views of an object or 

scene. The features shows a robust matching across a particular range of affine distortion, change in 3D viewpoint, 

addition of noise, invariant to image scale and rotation and change in illumination. In this, the recognition for the object 

proceeds by matching individual features to a database of features from known objects using a technique called as scale 
invariant feature transform. This approach to recognition can robustly identify objects among clutter and occlusion 

while achieving near real-time performance. 
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I. INTRODUCTION 

 

Object recognition is an important aspect of many 

problems in computer vision for 3D structure from 

multiple images, stereo correspondence, and motion 

tracking. This research paper describes image features that 
have many properties which make them suitable for 

detecting different images of an object or scene. The 

features are invariant to image scaling and rotation, and 

partially invariant to change in illumination and 3D 

camera viewpoint. 
 

Large numbers of features can be extracted from typical 

images with efficient algorithms. In addition, the features 

are highly distinctive, which allows a single feature to be 

correctly matched with high probability against a large 

database of features, providing a basis for object and scene 

recognition. 
 

The development of image matching by using a set of 

local interest points can be traced back to the work of [1] 

on stereo matching using a corner detector. The Moravec 

detector was improved by [2] to make it more repeatable 
under small image variations and near edges. Harris also 

showed its value for efficient motion tracking and 3D 

structure from motion recovery [3], and the Harris corner 

detector has since been widely used for many other image 

matching tasks. While these feature detectors are usually 

called corner detectors. [4] showed that it was possible to 

match Harris corners over a large image range by using a 

correlation window around each corner to select likely 

matches. The ground-breaking work of [5] showed that 

invariant local feature matching could be extended to 

general image recognition problems in which a feature 
was matched against a large database of images. Earlier 

work by the author [6] extended the local feature approach 

to achieve scale invariance. Then, there has been an 

impressive body of work on extending local features to be 

invariant to full affine transformations [7]. Now, in recent 

years, wide range of techniques are utilized for object 

recognition. These are color descriptors [8], genetic [9], 

unsupervised scale invariant learning [10], appearance 

information [11]. Some of the other techniques were also 

used in [12-17]. 

 

 

For image matching and recognition, SIFT features are 

first extracted from a set of reference images and stored in 

a database. A new image is matched by individually 

comparing each feature from the new image to this 
previous database and finding candidate matching features 

based on Euclidean distance of their feature vectors. This 

paper will discuss fast nearest neighbour algorithms that 

can perform this computation rapidly against large 

databases. 
 

This research paper is organised in the following sections 

as: Section II tells about the overview of the complete 

work using a block diagram. Section III tells about the 

different types of ECG signals used and the proposed 

method. Then in section IV, results are discussed followed 

by conclusion in section V. 

 

II. BLOCK DIAGRAM 

 

Following are the major stages of computation used to 

generate the set of image features: 
 

Scale-space extrema detection: The first stage of 

computation searches over all scales and image locations. 

It is implemented efficiently by using a difference-of-
Gaussian function to identify potential interest points that 

are invariant to scale and orientation.  
 

Keypoint localization: At each candidate location, a 

detailed model is fit to determine location and scale. 
Keypoints are selected based on measures of their 

stability. 
 

Orientation assignment: One or more orientations are 

assigned to each keypoint location based on local image 
gradient directions. All future operations are performed on 

image data that has been transformed relative to the 

assigned orientation, scale, and location for each feature, 

thereby providing invariance to these transformations.  
 

Keypoint descriptor: The local image gradients are 

measured at the selected scale in the region around each 
keypoint.  
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Fig.1. Block Diagram of the proposed work 

  

These are transformed into a representation that allows for 

significant levels of local shape distortion and change in 

illumination. 

 

These steps are also shown in the form of a block diagram 

in the Fig.1. 
 

This approach has been named the Scale Invariant Feature 

Transform (SIFT), as it transforms image data into scale-

invariant coordinates relative to local features. 

 

III. PROPOSED METHOD 

 

A. Scale-space extrema detection 

The scale space of an image is defined as a function, S(w, 

z, σ), that is produced from the convolution of a variable-

scale Gaussian, g(w, z, σ), with an input image, i(w, z): 
 

S(w, z, σ) = g(w, z, σ)*i(w, z) (1) 

 

where ∗ is the convolution operation in g and i, and 
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To efficiently detect stable keypoint locations in scale 

space, we have proposed (Lowe, 1999) using scale-space 

extrema in the difference-of-Gaussian function convolved 

with the image, DoG(x, y, σ), which can be computed 

from the difference of two nearby scales separated by a 
constant multiplicative factor n: 

 

DoG(w, z, σ)=(g(w, z, nσ)-g(w, z, σ))*i(w, z) 

=S(w, z, nσ)-S(w, z, σ)       (3) 

 
Fig.2. Difference of Gaussian in an image 

 

 
Fig.3. Detection of maxima and minima from DoG 

 

B. Keypoint localization  

Once a keypoint candidate has been found by comparing a 

pixel to its neighbours, the next step is to perform a 

detailed fit to the nearby data for location, scale, and ratio 

of principal curvatures. This information allows points to 

be rejected that have low contrast (and are therefore 
sensitive to noise) or are poorly localized along an edge. 
 

For fitting a 3D quadratic function to the local sample 

points to determine the interpolated location of the 

maximum, scale-space function, D(x, y, σ), is shifted as: 
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where DoG and its derivatives are evaluated at the sample 

point and X = (w, z, σ)T is the offset from this point. The 

location of the extremum, X̂ , is determined by taking the 
derivative of this function with respect to X and setting it 

to zero, giving 

Scale-space 

extrema detection

Keypoint 

descriptor

Orientation 

assignment

Keypoint 

localization



IJIREEICE   ISSN (Online) 2321 – 2004 

ISSN (Print) 2321 – 5526 
 

    INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN ELECTRICAL, ELECTRONICS, INSTRUMENTATION AND CONTROL ENGINEERING 
                       Vol. 4, Issue 7, July 2016 
 

Copyright to IJIREEICE                                                            DOI 10.17148/IJIREEICE.2016.4742                                                174 

 

x

DoG

x

DoG
X












2

12

ˆ   (5) 

 

The function value at the extremum, DoG ( X̂ ), is useful 

for rejecting unstable extrema with low contrast. This can 

be obtained by substituting equation (3) into (2), giving 
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For the experiments in this paper, all extrema with a value 

of |D( X̂ )| less than 0.04 were discarded (as before, we 

assume image pixel values in the range [0,1]. 

 

C. Orientation assignment  

By assigning a consistent orientation to each keypoint 
based on local image properties, the keypoint descriptor 

can be represented relative to this orientation and therefore 

achieve in-variance to image rotation. Fig.4 represents this 

orientation assignment. 

 

 
Fig.4. Orientation assignment in image gradient using 

keypoint descriptor 

 

Following experimentation with a number of approaches 

to assigning a local orientation, the following approach 

was found to give the most stable results. The scale of the 

keypoint is used to select the Gaussian smoothed image, S, 
with the closest scale, so that all computations are 

performed in a scale-invariant manner. For each image 

sample, S(w, z), at this scale, the gradient magnitude, d(w, 

z), and orientation, φ(w, z), is pre-computed using pixel 

differences: 
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D. Keypoint descriptor 

The local image gradients are measured at the selected 

scale in the region around each keypoint.  
 

These are transformed into a representation that allows for 

significant levels of local shape distortion and change in 

illumination. Fig.5 shows the object which is to be find out 

in the video. 

 
Fig.5. Object to be identified in the video 

 

IV. RESULTS & DISCUSSION 

 

Now, in the results, frames of the video are shown in the 

Fig.6-12. In the figures, the object i.e., a book, whose 
keypoints are detected are shown in various positions and 

it can be observed that, using this method, the object is 

detected in all respects. 

 

 
Fig.6. Frame 1 

 

 
Fig.7. Frame 2 

 

 
Fig.8. Frame 3 
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Fig.9. Frame 4 

 

 
Fig.10. Frame 5 

 

 
Fig.11. Frame 6 

 

 
Fig.12. Frame 7 

From these figures, recognition of the object is obtained 

with a successful recognition rate of more than 90%. 

Hence, the proposed technique of the novel method is 

helpful in detecting objects in videos. 
 

V. CONCLUSION 

 

The SIFT keypoints described in this paper are particularly 

useful due to their distinctive-ness, which enables the 

correct match for a keypoint to be selected from a large 

database of other keypoints. These keypoints are then 

utilized to recognise an object in a video. And it can be 
concluded that the object is recognised efficiently. Hence, 

for the future work, recognition rate can be increased 

using some classifier and some more features of the 

object. 
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